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Nearly every CEO (95%) in a recent EY survey said that they plan to maintain or accelerate 
transformation initiatives, including artificial intelligence (AI) and other technologies, in 2024. 
Meanwhile, institutional investors see responsible AI as an emerging engagement priority, and 
it’s no surprise that directors rank innovation and evolving technologies as a top priority in 2024. 

To better understand how boards are addressing AI 
challenges and opportunities, we spoke with directors 
representing more than 50 companies. During these formal 
and informal discussions, we asked how they were navigating 
the near‑frenetic pace of developments in AI and cutting 
through the noise to help their companies strategically use 

AI and better understand the related risks. What we learned 
is that many boards are already taking important steps. 
Following are four ways that boards can provide effective 
oversight and governance as companies embrace AI to 
create operating efficiencies and support growth to gain 
strategic advantage.

In brief
• Leading boards recognize the 

importance of laying the groundwork 
to take full advantage of what AI 
has to offer.

• As companies rapidly embrace AI to 
improve efficiency, boards should 
confirm that safeguards are in place to 
mitigate risks to companies and society. 

• Boards may need to evolve their 
structure to more effectively  
oversee the strategic and responsible 
use of AI.
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“Garbage in, garbage out” are watchwords of 
those who use data to support business and 
operating models and for decision-making. 
They are especially resonant within the 
context of AI and other emerging technologies. 

Generative AI (GenAI), for example, requires clean and 
useful data — ranging from text and code to pictures and 
audio — to build robust models that lead to compelling and 
productive outputs. Preparing data correctly can take 
substantial resources. Additionally, building the technology 
infrastructure, including storage, access and organizational 
systems, is critical for enterprise‑wide use of GenAI and 
other new or emerging technologies. 

• Why it is important
Organizations spend millions to address data quality 
issues — and not always successfully. Moving forward, these 
efforts will be critical to making efficient use of technology 
investments including AI usefulness. 

Much of this work is manually intensive and not professionally 
rewarding. Interestingly, GenAI itself may be able to reduce 
some of the pain this work has traditionally required, and 
data may not need to be perfect. Third‑party data may prove 
to be a better option for some, but even though other ways 
of accessing it, such as data pooling, are emerging, it may 
be cost prohibitive for many companies. Further, without 
the right infrastructure, it will be difficult to embed new 
technologies and processes into employee workflows and 

achieve strategic objectives. For companies, failure to do 
this well will create real risks, ranging from reputational to 
security (including cyber breaches). The vendor landscape 
for AI is also constantly evolving, requiring decisions 
across multiple layers of data infrastructure and potentially 
increasing risk due to increased access points. 

• Why boards should care
Clean and remediated data and changes in IT infrastructure 
are necessary to maximize the use of AI and other 
emerging technologies. Management teams recognize the 
importance, and according to the October 2023 EY CEO 
Outlook pulse survey, 37% of CEOs planned to reallocate 
capital from other investment budgets to support AI 
development in 2024. Thirty‑four percent said they would 
primarily raise new capital and 26% indicated they would 
reallocate capital specifically from technology budgets. 

Larger‑than‑anticipated capital expenses will be  
needed for clean data and new infrastructure.

Data remediation can be resource 
intensive. “We have invested in skilled 
data science experts but 80% of SME 
time is spent cleaning and preparing 
data for use.”
— Financial services executive

“
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These are large and expensive efforts that require significant 
capital expenditures and close integration with talent and 
organizational strategies. 

Technology investment choices that are not aligned to a 
longer-term strategic vision may be difficult to unwind and 
could significantly inhibit the organization’s ability to take 
advantage of these technologies in a way that aligns with 
management’s vision. 

• How boards can help
Boards play an active role in overseeing the large capital 
expenditures necessary for AI success and must elevate the 
importance of data and related infrastructure. Management 
plans are likely to be overly optimistic and may call for holding 
on to investments already made rather than prioritizing 
investment in critical AI enablers. As directors told us, 
recognizing the planning and sunk cost fallacies is helpful 
when holding management accountable for clean data.  
As with data preparation, boards should confirm that 

management has carefully evaluated infrastructure deployment 
in terms of the options, chosen what makes sense for the 
company’s future direction, and is then held accountable for 
execution. Boards should also ask for regular updates from 
management to understand the pace of technical enablement 
work and how it supports the long‑term strategy  
of the company. 

Technology investment choices that are 
not aligned to a longer-term strategic 
vision may be difficult to unwind 
and could significantly inhibit the 
organization’s ability to take advantage 
of these technologies in a way that aligns 
with management’s vision.

“

• What does the company need to do to confirm  
its data is AI ready? 

• How did management determine data remediation 
and infrastructure needs? 

• What strategic objectives depend on these data 
remediation and infrastructure needs? 

• How can the board track progress in efforts  
to build foundational data use? 

Questions for the board to consider
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The full-scale use of AI will alter the way work 
gets done in nearly every organization, challenge 
existing business models and change the 
ways companies engage with individuals and 
each other. 

AI-driven automation improves the efficiency of operations 
and technology teams; creates individualized approaches to 
marketing and sales; customizes products and services for 
individuals; and brings enormous and previously unreconcilable 
forms of data and inputs to financial forecasting, risk 
management and strategic decision‑making. At the same time, 
embedding AI in policy, procedures and controls can improve 
the ways in which organizations manage and mitigate risk and 
evaluate strategic advantage. 

• Why it is important
Companies that take advantage of AI and other emerging 
technology for it transformation capability will go further. 
These companies may be better prepared to change how work 
gets done and create new business and operating models. 
Sixty‑two percent of CEOs believe that their organization  
must act now on GenAI to avoid ceding ground to competitors. 
Successful implementation can improve knowledge of the 
corporate genome — people, assets, customers, suppliers and 
history — and organizational decision‑making. This in turn 
creates the conditions for the company to transform how 
it connects products and services to customers. From our 
discussions with directors, leading companies are now pushing 
to leverage AI to further enable value creation and, in some 
cases, to create new businesses and operating approaches. 

AI will transform how work gets done  
across all areas of the company.

Earnings calls reveal current uses of AI 
Prudential: “On the customer experience front, our use of 
artificial intelligence accelerated our individual life underwriting 
from 22 days to 22 seconds. And our new digital claims 
processing capability can now deliver funds to most customers 
in six hours as opposed to six days.” 

UnitedHealth: “We are using AI and natural language processing 
to expedite call documentation to rapidly generate accurate 
summaries of consumer interactions with our contact centers, 

saving millions of dollars in administrative work and freeing 
up capacity for our people to prioritize engagement. We’re 
also utilizing these technologies to translate and interpret 
unstructured data such as physician notes, which will help, for 
example, provide deeper insights for life sciences customers so 
they can better assess the efficacy of their treatments.”

Source: EY Center for Board Matters analysis of earnings calls for 3Q 2022, 3Q 2023
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• Why boards should care
Given the potential impact of AI from incremental to 
transformational, boards will play a pivotal role in encouraging 
the appropriate pace of integration of these new technologies 
into the business — particularly in light of the change 
management that will be needed as this new technology 
disrupts old processes and decision‑making. 

Specifically, companies should balance smaller one-off AI uses 
within the company with a broader strategic framework so 
that there is real business value to the many AI use cases that 
might be underway. After all, a proof of concept or specific 
use case does not require that all risks and interdependencies 
be accounted for across the organization. Directors are in 
a unique position to support management in determining a 
strategic approach to AI. Because of the board’s longer-term 
perspective and often longer‑tenured experience, it can help 
management pause to create a broader strategic framework. 
Such a framework can align the firm’s resources to the most 
fruitful initiatives.

Directors are noting the growing importance of organizational 
change management to seeing that AI is integrated and 
leveraged, particularly since it is so different from traditional 
software solutions and training. In our discussions we heard 
that learning to work with AI is akin to learning to work with 
a new colleague. As one director put it, “Boards are asking, 
‘How are we using AI?’ instead of asking, ‘How are we making 
sure our people are ready?’ ” 

• How boards can help
Boards can guide management to take a broader perspective 
around AI by setting expectations and accountability accordingly. 
Instead of centering discussion on whether AI can improve a 
specific process, they can direct management to determine how 
AI can help the business as a whole to differentiate itself from 
competitors. As Dan Diasio, EY Global Artificial Intelligence 
Consulting Leader, writes, “AI should drive major shifts in 
revenue and business model transformation, help a firm enter 
a new market, or fend off a major threat.” Boards can help 
management keep these transformative aspects in their plans. 
They can also ask questions about potential new competitors, 
as the democratization of AI will increasingly enable smaller 
organizations to break apart and challenge the value chains of 
larger companies. Boards can also ask whether management is 
including the people aspect of change management needed for 
AI to become embedded in the business. 

• What is the company’s AI strategy and how are AI 
use cases connected? 

• What metrics should be used to measure the value 
created by AI?

• How is AI being implemented to transform the client 
and employee experience?

• How is the shift to use AI tools being managed?  
Are the company’s people as AI ready as its data is? 

• What new business models does AI empower the 
organization to adopt? 

Questions for the board to consider

Companies should balance smaller 
one-off AI uses within the company with 
a broader strategic framework so that 
there is real business value to the many 
AI use cases that might be underway.

“
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AI creates new risks for companies in areas such 
as intellectual property rights, bias, and model 
transparency. Responsible AI programs add a 
governance and oversight layer to managing 
risks in the development and deployment of AI. 

Businesses building such programs can look to multiple external 
principles documents and risk management frameworks, such 
as the OECD AI Principles, the National Institute of Standards 
and Technology (NIST) AI Risk Management Framework and 
an applied ethical framework that aligns an organization’s 
priorities and guardrails to its values and purpose, creating 
a north star to orient the governance of the AI program. 
The global EY organization pledges to follow a framework of 
nine responsible AI principles: accountability, data protection, 
reliability, security, transparency, explainability, fairness, 
compliance and sustainability, and many companies are 
using this list as a starting point for their policy decisions. 
Although government regulation of AI is starting to appear 
on the horizon, there is some skepticism around whether it 
will move quickly enough to provide adequate safeguards. 
Meanwhile, companies have unique access to talent and capital 
to develop AI models to enhance existing governance and 
oversight structures. 

• Why it is important 
A robust and responsible AI framework can help resolve 
potentially competing priorities when building and deploying 
products on an AI journey. Consider two ethical AI priorities, 
reliability and explainability. Is the model consistent over time 

and can what it does be explained? Optimizing reliability in 
an AI model may require a black box algorithm that does not 
reveal specifics about how data is processed or analyzed 
but that may itself inhibit the explainability of the model, 
creating a tension between the two principles. A responsible 
AI program can help employees understand how to 
balance priorities such as these and manage risks within 
an organization’s AI risk appetite. 

• Why boards should care 
Getting AI wrong may cause harm both to companies and 
their boards, and thus, AI policy oversight should be a key 
board mandate. Institutional investors are beginning to 
establish expectations for the responsible development and 
use of AI, with several recently releasing formal guidance. 
The Federal Trade Commission (FTC) and Delaware courts 
have both taken positions that may lead boards to oversee 
AI as part of a mission‑critical operation. It is crucially 
important for boards to confirm that management teams 
incorporate responsible AI at the start of an AI journey. 
The desire to optimize for efficiency and speed to market 

Building a responsible AI framework at the beginning of  
the AI transformation is crucial to mitigating risks. 

A robust and responsible AI framework 
can help resolve potentially competing 
priorities when building and deploying 
products on an AI journey. 

“
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should be carefully balanced with establishing that the 
necessary safeguards are in place to help mitigate the 
numerous risks AI poses to companies and society. To be 
effective, responsible AI principles must be translated into 
actions that are in accordance with corporate values and the 
company’s risk tolerance. 

• How boards can help
Successfully governing a responsible AI program aligned 
to corporate purpose and value can be difficult to achieve 
in practice; but policy setting at the board level can help 

ensure that a thorough assessment occurs. Boards can support 
management teams by vetting barriers to implementing a 
purpose‑based, responsible AI framework. See above. 

Finally, a responsible AI framework should be integrated in the 
company’s overall risk management program. Boards may seek 
to establish regular and systematic updates from management 
on AI opportunities and risks, confirm that AI is on the agenda 
for board meetings and act on any noted red flags. It may be 
helpful to designate a single person from management with 
overarching responsibility to manage AI risks.

• What is the company’s responsible AI framework? 
How was it developed or chosen? What are the 
critical principles of AI governance that it prioritizes? 

• How does management know that the framework is 
applied by employees across the firm? What does 
management do if it is not? 

• How is the responsible AI framework integrated into 
the firm’s risk management program? 

Questions for the board to consider

“

A purpose-based responsible AI framework
Barrier Actions board can take

Insufficient support from leadership to 
establish a responsible AI framework 

• Engage with management about the benefits of creating a responsible AI framework and ask 
to review it.

• Clearly communicate an AI risk appetite. 

• Consider an additional oversight mechanism such as an ethics or advisory council composed of 
internal and external stakeholders.

Inadequate integration of AI oversight 
into existing transformation efforts

• Have management articulate its plan for disseminating the responsible AI framework and 
training staff. 

• Ask management to report on how the framework is applied in high‑priority projects. 

Uncertainty about what metrics should 
be used to measure responsible AI

• Ask management for metrics or key performance indicators (KPIs) to monitor that the 
framework is applied throughout the organization. 

• Communicate to management new reporting requirements that show the efficacy of the 
responsible AI framework.

Four ways boards can support the effective use of AI 
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Boards sit at the nexus of a complex business 
environment where the rapid pace of change 
is about to be supercharged by emerging 
technologies. Boards must enhance their 
effectiveness to be positioned not just for today 
but for the future.

While boards have had to contend with myriad topics that 
have emerged and become integrated into business and 
governance in the last few years, the exponential usage of AI 
brings unique challenges into the boardroom. 

In our discussions with directors, they emphasized the 
importance of having the right conversations about 
technology, risks and opportunities. With board and 
committee agendas becoming more crowded, determining 
where discussions about AI take place has become an 
open question for many boards. At a recent gathering 
of directors, when asked where AI is discussed on their 
boards, nearly all noted the issues come up most naturally 
for audit committees as part of risk oversight. However, 
this can fracture the conversation around AI and other 
emerging technologies, leaving the strategic value‑creating, 
non‑risk‑focused topics to ad hoc agendas. As for the who, 
boards continue to seek ways of rounding out skill sets 
by adding technology proficiency through a business lens 
but recognize the challenge of overfocusing on one or two 
technology experts. On the management side, boards are 
also questioning who should be the designated owner of AI 
as they recognize the unique enablement it brings across 
multiple functions and new business models. 

• Why it is important
To help their organizations fully leverage the benefits of AI, 
boards will need to have discussions that go beyond risk and 
compliance policies. Given time requirements and crowded 
agendas, a question that comes up is whether there should 
be a designated technology committee, and the answer — as 
is so often the case for governance issues — is “it depends.” 
Our analysis shows that while the number of committees 

Evolving the structure of the boardroom  
is key to overseeing AI.

AI has been around for decades 
but what is new is the speed and 
accessibility. The opportunities and 
risks for disruption and impact has 
grown. What do you do about this? It is 
now important to build and govern for 
speed. It’s like going from being on a 
tricycle where you need a helmet to 
suddenly being in a car where you need 
the airbags and seat belt. 
—  Sophia Velastegui,  

member, National Science Foundation, 
National AI Advisory Committee

“
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beyond the core three is declining or remaining unchanged, 
the prevalence of technology committees among S&P 500 
companies has nearly doubled, from 7% in 2018 to 13% in 
2023. These numbers do not capture subcommittees or ad 
hoc committees as those are not regularly reported. Notably, 
when a technology committee was added, in most cases it was 
new rather than repurposed. A technology committee is only 
one option, of course, and below is a range of ideas on where 
the necessary discussions and deep dives can take place. 

• Chartering a new committee to focus on technology, 
cyber and AI

• Incorporating AI into an existing committee where  
related risks and opportunities are already overseen 

• Creating a subcommittee to focus on AI 

• Creating an ad hoc committee centered on a particular 
AI challenge 

• Creating an advisory board of AI experts to provide 
continuous learning and assistance 

The prevalence of technology 
committees among S&P 500 
companies has nearly doubled, 
from 7% in 2018 to 13% in 2023. 
These numbers do not capture 
subcommittees or ad hoc committees 
as those are not regularly reported. 
Notably, when a technology committee 
was added, in most cases it was new 
rather than repurposed.

“

Where should AI oversight reside? 
Each board must take into consideration how many committees 
they can effectively charter given their size, the current work of 
the board, and how the board — and its committees — get work 
done. Some key questions directors should consider are: 

• Given the size of the board, what is the ideal number of 
committees to work effectively? 

• Where does AI and emerging technology fit in the context of 
the company’s strategy and enterprise risk management?

• Are the board’s emerging AI and emerging technology 
oversight needs a temporary or more permanent situation?

• Does an existing committee have the expertise to expand its 
oversight?

• Which committee have the bandwidth and resources to 
address different or expanded responsibilities?

• Do the committee’s new responsibilities overlap with the scope 
of other committees?

• Does the charter clarify the scope of additional committee 
new responsibilities?

Source: Adapted from How committees are evolving to meet changing oversight needs,  
EY Center for Board Matters research
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• How boards can help
While each board is unique, the challenge of where to have the 
conversation is not. Many directors we spoke with felt strongly 
that the full board has responsibility for oversight of AI, while 
others felt equally strongly that a technology committee  
(or a variant such as a cyber and technology committee) made 
sense. One director stated, “I have never been a fan of adding 
a new committee, but I think we are at the point where most 
large companies will need to add a technology committee to 
their board.” 

In addition to deciding where to have AI discussions and 
revisiting periodically as technology continues to evolve, 
boards would be well served to consider whether they have the 
right skill sets around the table, not just in terms of experience 
but also mindset. They should embrace not just critical thinking 
that questions assumptions about operations and efficiency, 
but also seek future‑focused thinking that is more creative for 
value creation and business model transformation.

• How does the board determine whether it is having 
the right discussions and dedicating the needed 
time when it comes to AI? 

• Should the board have a dedicated committee 
(standing/sub/ad hoc) for AI? Why? Why not? 

• How can the board best stay informed on AI and 
other emerging technologies? 

• Does the board have the right skill set around the 
table to vet technologies needed two to three years 
from now? 

Questions for the board to consider

An early look at AI and disruptive technology in committee charters 
Example A 
Oversee and review the Company’s artificial intelligence 
framework, including oversight of the Company’s governance 
mechanisms to monitor, identify and mitigate potential risks 
associated with the deployment of artificial intelligence.

Example B 
The Technology Committee shall represent and assist the Board 
of Directors with the oversight of: (a) the Company’s process, 
awareness, evaluation and perspective on potentially disruptive 

technologies and convergences that may represent threats or 
opportunities for the Company’s business operations;  
(b) the Company’s process and perspective on strategic 
technology capabilities that enable transformational business 
capabilities; (c) the Company’s process, execution roadmaps, 
requisite capital, progress in delivering technology-enabled 
transformational capabilities and their related outcomes; and 
(d) Management’s focus on organizational, talent, cultural, and 
change management enablers required to ensure achievement  
of those outcomes.
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Leading boards are advancing their conversations about AI and other emerging technologies past 
learning about the concepts and intriguing use cases, to focusing on the longer‑term value they will 
create through business change and transformation. To extract value from these efforts, boards can 
assist management teams in establishing that the data and infrastructure are in place; creating a 
framework for overseeing the business as it integrates AI and other emerging technologies; embedding 
a responsible AI framework; and determining how the board will oversee the AI topics. By supporting 
the alignment of all aspects of the organization — data, infrastructure, people, processes — and keeping 
them focused on the future, boards can be optimistic about how AI and emerging technology will drive 
successful high‑value fundamental change. 
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